Why so gloomy? A Bayesian explanation of human pessimism bias in the multi-armed bandit task
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«DBM predicts human behavior better than FBM in stationary Recognition model (Bayes’ Rule, updates only for chosen arm): * DBM predicts human performance the best
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*Recover and explain human “pessimism bias” about reward rates
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